Automated Shifting in SNO+
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What you know (hopefully)

 SNO+ is a 780 tonne Liquid scintillator Detector.

* The scintillator is held in a 12 meter diameter
acrylic sphere, surrounded by a PMT support
structure (PSUP) emersed in 7000 tones of ultra
pure water.

* [tisinstrumented with ~9400 8 inch PMTs to
observe light produce by interactions.

* The DAQ is composed of original SNO electronics
from the 90s (with a few upgrades)
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“The History of every major Galactic Civilization
tends to pass through three distinct and
recognizable phases, those of Survival, Inquiry and
Sophistication, otherwise known as the How, Why,

and Where phases. ”
Douglas Adams
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The Journey

Expert #1
« How do we do shifts? | Sipartes
» Why do things go wrong when we are on shift? \/ |
| |
I\ *
« Where can we do better? B

Shifter

5

*Not representative... 2 Experts and a shifter in the same room is a rare occurrence
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20 Jun 13:42:11 check rates * skipping 1/4/9 |®© @ SameULV0.20
. 20 Jun 13:42:11 check rates * skipping 1/4/11 Alarm Center | Alarm Log
H d d h ft ? 20 Jun 13:42:11 check rates * skipping 1/4/16
OW 0 We 0 S I S ° 20 Jun 13:42:11 ChECk_rates * skipping 1/4/17 Observer mode (to acknowledge alarms, go to operator mode) Go to operator
20 Jun 13:42:11 check rates * skipping 1/4/18 e
20 Jun 13:42:11 check rates * skipping 1/4/25
20 Jun 13:42:11 check_rates * skipping 1/4/26 Current active alarms (newest on top): order by time order by level il cloer
. . 20 Jun 13:42:11 check rates * skipping 7/2/5 |  [0-->Nocurrentactive alarm
* We monitor the SNO+ detector using several 20 Jun 13:42:11 check _rates * skipping 7/7/27
. . 20 Jun 13:42:11 check_rates * Total Screamer Select level
sources of information 20 Jun 13:42:15 check rates * High Rate PMTs @ u
20 Jun 13:42:15 check _rates * Low Rate PMTs w L2
20 Jun 13:42:15 check rates * Pushing the dat =
. 20 Jun 13:42:16 check _rates * No SWEBs identi
® DAQ and BUIlder |OgS 20 Jun 13:42:16 check rates * Finished. Check
20 Jun 13:56:58 mtc * mtc: gtid jumped from
20 Jun 13:56:58 mtc * mtc: gtid jumped from Color legend
H 20 Jun 14:00:02 gps * gps script starting P
* XSNOED (Event DISplay) 20 Jun 14:00:05 data * consumer connected fro clearedg
20 Jun 14:01:02 data * consumer gps disconnec
20 Jun 14:01:02 gps * 10 MHz clock is off by 3
ilence current
° AlarmGUI 20 Jun 14:01:02 gps * resyncing 10 MHz clock alarms for 5min
20 Jun 14:01:05 gps * loading 10MHz clock wi
20 Jun 14:01:05 gps * successfully loaded 10 =
. . . 20 Jun 14:05:45 mtc * mtc: gtid jumped from Text
« We produce shift reports, noting events of interest |20 sun 14:05:45 mtc * meo: geid jumped £rom
. . . LI Test audio Close GUI Report GUI bug on GitHub Database time: June 20, 2024 -- 11:54:07

& XQuartz Applications  Edit Window Help 3 WROBL 3 T 00%E MndsSAAM Q @ =

general detector health stats.

» Respond to upset, or alarm states

» Contact the DAQ Expert team when things go
wrong...

 Shifts are typically 8 hours in length, the detector
does not sleep

Continuous 0.1s
Continuous Next stop
Period (sec):
4 History: 1| +1] 10| +10/ 7 cut
NHIT Thresh: |0
Trigger Mask: | <any>]
PMT/NCD:
Goto: | GTID 2965856

savel. xsnoed_outl.zdabl



Why do things go wrong when we are on shift?

* SNO+ is built on the shoulders of the original SNO « Higher trigger rates and more stringent thresholds

hardware
« There is a limit at which we can trigger and keep

* In many cases we are pushing the hardware into the detector in sync

new and exciting territory.
& y « Extra heat stress pushes some components

« Sometimes there be dragons in these unmapped outside of specification

regions. : :
« Some components are genuinely reaching end of

life.

« Passive components going out of spec causes

many of our issues
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Where can we do better?

» Entropy control is a constant battle « Automation!
» There are cases when we see new and interesting  Shifting is a time consuming and labor intensive
issues, HOWEVER we are truly into the stage were task

the DAQ Experts group has very good knowledge in
QEXp e Vg 5 » Much like we use online monitoring tools to
diagnosing and fixing issues with the detector. , :
perform data quality tasks, the question

« We have spent a lot of energy in hardware becomes... Can we create a tool to automate the
robustness in the last few years tasks a shifter would do?
» So what else can we do better? « Do we gain anything else through automation?
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Why Automate?

» Less people required to operate the detector
« Taking control away from the shifter frees up people to do other tasks
« A computer can respond to issues in a programmed manner
» (No disrespect) but not all shifters are good at it.
* A bad shifter can cause uptime loss, some examples :
- Not seeing that a crate tripped and we haven't been seeing data from it for about 2 hours.

- Not noticing the DAQ and builder are extremely unhappy and the detector is totally out of sync... for 4
hours

- Waiting for a a few hours because they ‘didn't want to wake the expert at 2am’

 Realistically not many people enjoy listening to TUBII sing a white-noise waltz over night.
(We have shifters listen to triggers)
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Shifting Stats!

Dont take this seriously

68

66

 Shifts are taken by members of the collaboration

64

o
across all seniority! .

60

It has however become difficult to keep all shift

58 ()
slots filled 56 !
54
» Anti-social hours are obviously the hardest to fill. 5
50
« Typically it runs down to about 15 shifts per person e
per year... » Less people are taking shifts year on year...

* (Tongue in cheek) we will be out of shifters by 2032
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| Expert #1 |

How do we approach automation? . ey

« For very good reasons we operate SNO+ with

caution.

« Itis important that the collaboration trusts what

we are unleashing, the collaboration’s DAQ experts

are a big part of defining what is safe for SNO+

« Our approach has 3 important starting blocks

.

2. Analyze the data for when SNO+ does go

\.3. Use the existing tools as much as possible

Look at how shifters actually do shifts

wrong, are there any trends? Can we exploit it?

~

@& Chrome File Edit View History Bookmarks People Tab Window Help OO OO T ) 00%BE Mon1246PM Q @ =

)

« Figure out what it means to automate and what we

9 want from it!
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1 - How do shifters shift

« We have already spoken of the responsibilities in « Main issues of note
slide 4

Inconsistent note taking in shift reports

« What is important to note is what are the

Inconsistent completion of shift reports
problematic behaviors, can we fix these or not

have automation recreate these issues. Inconsistent response time to Alarms

Long training period to identify what counts as a

problem and what is a warning

- Kinda like compiling code in C++, sometimes

you can ignore warnings, other times not.

10 B Queen's
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1 - How do shifters shift : The stories....

« 3am - Shifter lets an alarm go unanswered because they don't want to wake up an expert.

 Shifter lets an alarm go unanswered likely because they silenced their speakers and just didn't notice all of the

signs of issues... (asleep?)
 Shifter constantly resyncs the detector because of DAQ warnings, potentially wasting run time.

« Shifter doesn't notice a HV supply tripped off and a crate has been dark for 3 hours.

- Take home message for Automation : Being attentive to the detector, constantly, is difficult for some.
A Tool than can't fall foul of being inconsistent or somehow complacent will be great.

We do also do not have the luxury of a huge collaboration and pool of people to do shifting!

Disclaimer : There are more good shifters than bad! Don’t hate me!

UNIVERSITY
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2 - Alarms - When things go wrong

Before After

l'}

- | - ;‘.‘_,
OH that's typical s

i

‘Why's it done that? |

Shifter, initially startled by the Expert : Don’t worry Expert : Yeah... so... let me tell you a story
alarmgui, takes a few moments to about a thing, | got this in 3 parts for the shift report.
look at what is going on.
» Fix themselves? Nope gonna
12 need help @

» Call an expert

ueen’s
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2 - Alarms

The alarm system is operated from a database,

- Any system can be programed to issue an alarm!

« We track 587 different alarms with 3 levels of severity!
« We can add more if we want... is it Tuesday? ALARM!

Safety systems are already tied to several level 3 alarms

* We can issue hardware level emergency shutdown based on alarms alone.

A system will issue a SQL post to the DB with the alarmID (one of the 587 IDs)
DB will create an active alarm with a timestamp.

» Alarms can be acknowledged by a user

» They can clear based on user action, OR hardware changes

« Not all alarms require expert intervention!

We can thus track things quite well

ueen’s
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We can draw one very important
conclusion from this data
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SNO+ is a teenager
(|n Its 20s)

Doesn’t like it when people are nearby
 Doesn’t like daytime hours
« Sometimes craves attention
 Needs reminding how to do basic tasks

« Can’t count... sometimes

* In reality... likely there is a grounding issue 'S
causing this. @ Cr)\,euﬁelnls.w



2 - Alarms - The serious version of the last slide

- Take home for automation
« We trustin our Alarm system to trigger when something is wrong
« We know SNO+ is most stable outside times of lab occupancy
- If we are to unleash an automated system, THIS would be the target times
« The Expert group is extremely well versed in items we can safely ignore and ones that need response.

» The Expert group knows how things behave when there are alarms and what can be done (if any) to remedy

things in a safe manner.
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———— I v X
O O alarmGUI v.1.0.20

Alarm Center Alarm Log

(] o
3 e E X I S t I n g t 0 0 I S Observer mode (to acknowledge alarms, go to operator mode) Go to operator
mode

Current active alarms (newest on top): order by time order by level R
all clear
0 > No current active alarm

 Lots of our tools and utilities are written in Python

Select level

 Fairly quick to develop, we have produced many very stable
scripts that we know work and trust, edge cases ironed out. 5 H

« We already have mechanisms that watch for specific alarms and i n =

perform actions for detector safety H

alarms for 5min

« Detect communication loss between UG and Surface > Power i
Off after 30 m i n utes . Test audio Close GUI Report GUI bug on GitHub Dat:l;a:f tcr::"oJlt:::z:) 2024 - 11:54:07
« We monitor rack power supplies for issues, and automatically © resmer  wone so TENINL we e = o v
Run status Version:  pEFAULT (-]
shut down racks in the case of alarms :%gzﬁ E‘EEEL%
 Orca software we use to control the detector - — i e
« Has a communication protocol already that had not been e a T S—
{ i % e m—— —
implemented i 2
- Take Home - We don't need to invent anything significantly e R @St
2 different PGT/PED PGT PGT g‘gi‘}::;c‘_on

0x280

Legend: Different from DB Equal to DB



23

Minimum specifications for automation

Required: Stretch goals
1. Simple Logical program to perform basic case like « Produce shift reports like a shifter would
tasks

« Multiple lines of communication with Experts

2. Start, Stop, Restart and Resync runs : : ,
P Y  Slack integration via a bot
3. Change runtype (into our maintenance config)

4, Communicate with Experts when things go wrong

5. Produce a log that can be used by run-selection

UNIVERSITY
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Initial Planning - Lily de Loe, Mark (advice)

* Quickly we identify that the AlarmGUI already in * Result

use provides a good starting point. . Decided that actions should be based on the

It already pools the AlarmDB for active alarms. alarm, NOT the level

« We track alarms for basically EVERYTHING « Pooled our experts for default actions, created a

list of actions.
» Our Expert group has dealt with a huge number of

issues, we know what things can be fixed by a * Produced a modified AlarmGUI with prototype
shifter vs an Expert. functions as a possible replacement for the GUI
» Develop response philosophy. » Understand that Orca will require some

modification for us to interact with it.
« Identified a route by which we can talk with Orca

B Queen's
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Production - David Drobner (Co-op), Anita Masuskapoe, Mark (Advice)

alarmGUI v.beta

« Turned expert feedback into an extra column in promp—
our Alarm Table, action to take per alarm. Operator Mode e

ITRO
Incorrect
» Reworked lots of code to produce a program we
. Perform Select level
rename d RO b OS h |fte r. Current active alarms (newest on top): orderbytime  order by level :l:;“n "u ve
v L2
. . . . {9879 07721 -11:33:56  level 2 FECFIFO highin crate 16 v L3
° b b h f d O laa7s 07/21-11:33:50 flevel 3 X3 2 dis d
CO m m u n Icatl O n etwee n RO OS I te r a n rca IS lag77 07/21-11:33:42 !:::l 3 oRc:’::u |I::v":::(o« Heartbeat Acknowledge
19876 07/21-11:33:36 lewel 3 Crate 7 Supply B - Current near zero selected alarm
9875 07/21-11:33:29 level3 Crate 11 Supply A - Setpoint changed during p
demonstrated, 874 0/21-11:33: 20 :ngj (mevq.nbdq:;oyhons o = Color hgond
loa73 07/21-11:33:10 level 3 Generic ORCA alarm
9872 07721 -11:33:03  level3 Network monitoring stopped acknowledged
19871 07/21 -11:32:54  level 2 XL3 error incrate 0 cleared
e Orca updated to a”OW for remote run start Stop bero 0721 -11:32:47 level 3 Crate 2 Supply B - Currenc near 280
! ! 9869 07/21-11:32:40 level 1 CAEN event too big

0717 -14:55:34 level3 Log server heartbeat missing Silence current

runtype changes, HV readback and control. rosazifd

Describe Incorrect Alarm Prompt

 Basic interaction with Shift report pages

» Able to pull DAQ log and builder log information

What to do for selected alarm:

) Ab I e to S e n d S M S m e Ssa ge S It it recovers immediately, note the crate and slot in the shift report. If it occurs

frequently or does not recover, contact an expert.
Proposed action for robo-shifter:
Resync with the same runtype

Test audio Close GUI Report GUI bug on GitHub Database time: July 21, 2023 - 11:34:31

B Queen's
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Process

— 1. Alarm occurs, regular alarmgui / webgui do what they usually do. User alerted via regular means.

2. Pull the desired action matching the alarm id from the database

3. Grab the DAQ log and builder log, put this in the Shift Report

4. Alert the shift channel of the alarm with the DAQ and builder messages, send SMS and Email to shifter
5. Perform desired action, for most alarms it will try a resync of the detector,

6. Start a shutdown timer.

7. If timer reaches 30 minutes, ramp down PMTs...

Did this happen 5 times in a short period?

Change runtype to maintenance

— 8. Timer is cleared upon alarm acknowledgement or clearing due to action

UNIVERSITY
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Testing during Davids Co-op term

» Testing * Issues

» Roboshifter was tested disconnected with Orca « Orca communication is a little flaky

in a development environment to catch crashes
« Alarm floods can cause crashes

and edge cases

« Random crashes
« Runtype change and run start, stop, resync

tested in a development environment but not * Grabbing builder and DAQ logs can hang or just

connected to the detector. take an excessive amount of time.

« Slack functionality works

« SMS works

27 B Queen's
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Further development - Parmesh Ravi, Anita Masuskapoe, Matt
Depatie, Mark Ward

» Further orca communication » Ul changes
« HV and Current feedback * New interface, extra tabs
» Set Runtype word  Visible mode changes, so we know who/what is
in control

e Save Orca status

—_ * Visible feedback on who is on call along with
« User communication reworked

overrides
» Slack messages are less spammy, and more - Able to make full shift reports!!
targeted
» Able to complete shift reports at a level a shifter
+ SMS system more robust should be able to!
* Email system more robust « Able to track and alert a shifter to changes in

« Voice calls! PMT Current readback.

- Able to call experts rather than just shifter * Lots of under the hood robustness fixes
* Interaction with SNOPLUS shift whiteboard.

28 B Queen's
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Status Log Alarm Log  Errors Log Book
15:18:44 Passed Configuration Checks
5:18:44
18:44 Waming: Run Started - ———=——-"—="=
L O N

18144 smermmemememee e e -
18:44 Opening dataFile: ~/D;
18:44 ceecmccmccnccacane -

18:44 Run 360021 started(ct
18:44 mic: coarse delay 250/
18:44 mitc: fine delay Ops

5:18:44 Set ped width to 50

5:18:44 Set Ped Mask: 0x000C
5:18:44 DataTaking Thread St
18:44 Set Ped Mask: 0x000C
18:44 Set Ped Mask: 0x000C
15:18:45 Set Ped Mask: 0x000C
18:45 Set Ped Mask: 0x000C
18:45 Set Ped Mask: 0x000C
5:18:45 Set Ped Mask: 0x000C
5:18:45 Set Ped Mask: 0x000C
18:46 Set Ped Mask: 0x000C
5:168:46 Set Ped Mask: 0x000C
5:18:46 Set Ped Mask: 0x000C
):18:46 Set Ped Mask: 0x000C
):16:47 Set Ped Mask: 0x000C
1 15:18:47 Set Ped Mask: 0x000C
15:18:47 Set Ped Mask: 0x000C
48 Set Ped Mask: 0x000C
45 Set Ped Mask: 0x0001
8:45 Set Ped Mask: 0x0002
3:48 Set Ped Mask: 0x0004
5:49 Set Ped Mask: Ox01fffi
1149 mic: coarse delay 340/
5:49 mic: fine delay Ops

:49 Set ped width to 50
49 mic: pulser rate set to
51 Saved Configuration: /

5
5
5
5
5
.

5

L B

21 Jun 15:39:20 mtc
21 Jun 15:39:20 mtc
21 Jun 16:00:01 gps
21 Jun 16:00:04 data

mtc: gtid
mtc: gtid
gps scrip
consumer

10 NHz cl
resyncing
loading 1

21 Jun 16:01:00 gps
21 Jun 16:01:00 gps
21 Jun 16:01:04 gps

21 Jun 16:01:04
21 Jun 16:02:38
21 Jun 16:02:38
21 Jun 16:02:49
21 Jun 16:02:49
21 Jun 16:02:60
21 Jun 16:02:50

nd above 100000.

21 Jun 16:02:62
21 Jun 16:02:52
21 Jun 16:02:52
21 Jun 16:02:562
21 Jun 16:02:562
21 Jun 16:02:52
21 Jun 16:02:52
21 Jun 16:02:62
21 Jun 16:02:52
21 Jun 16:02:53
21 Jun 16:02:66
21 Jun 16:02:56
21 Jun 16:02:56
21 Jun 16:02:566
21 Jun 16:02:57
21 Jun 16:02:57

.
-
=
*
21 Jun 16:01:00 data * consumer
*
*
.
=

aps
mtc = mte:
mtc * mtc:
check_rates
check_rates
check_rates
check_rates
90 Hz

check_rates
check_rates
check_rates
check_rates
check_rates
check_rates
check_rates
check_rates
check_rates
check_rates
check_rates
check_rates
check_rates
check_rates
check_rates
check_rates

successfu

gtid
gtid
= Po
En
Di
Id

.

sk
sk
sk
sk
sk
sk

MANUAL CONTROL
ENABLED

Perform Action
Acknowledge

Incorrect Action

k T "My N Q 8 FriJun21 4:09PM _
Run Control Standard Runs  HV Master Detector State  Calibrations  Nhit Monitor  Settings
Standard Run control Run Type Word
& RESTART RESYNC STOP Refresh Standard Runs | Run Name:  PHYSICS = Evanl b8
E 4 =5 =
Roboshifter
Roboshifter Shifter Information Expert Information Monitoring Settings Roboshifter Settings
DB value
o
ox0
ox0
oxF
ioti 0x7F
Time ID Level Description Action B 20000
0x1000000
4998
130
340
o0x38
DB value
ox7
066
-0.62
-08 DCR Activity
| think you ought :
y g 0 PMTs OFF
o 0 Bubblers ON
to know SNO+ is Lo i
3 0x40000000 SLAssay
0240000000 e
. i o Unusual Activity
feeling... not bad TLWE - et
see 5 | £ YES Scint. Fill
; . 10 Spare
1o Spare
24 P
ox10
o
0x280

AEN
AEN
AEN
AEN
AEN
AEN
AEN
AEN
AEN
AEN
AEN

AEN

skippin; 1/4/18 because of bad ;ou

skipping 1/4/25 because of bad poll
Total Screamer (100000 Hz) Count For all Channels:

High Rate PMTs with N1@8/N2@ triggers enabled:
Low Rate PMTs with N1@@/N20 triggers enabled:

None!

Pushing the data to the detector database.

No SWEBs identified.
Finished. Check Rates Successful.

*
.
*
*
.
N
*
* skipping 1/4/19 because of bad poll
.
*
*
.
-
*
.
.

NHIT=8 +388 ‘queued (1597 wid) 22647 out, @ orph, 22647 tubii (CAEN
evt/s NHIT=86.1 (4426 queued (1721 wid) 23124 out, orph, 23124 tubii (CAEN
2335 evt/s NHIT=87.2 (4481 1771 queued (1771 wid) 23323 out, @ orph, 23323 tubii (CAEN
2310 evt/s NHIT=86.9 (4427 kB/s, disk 11 days) 1765 queued (1765 wid) 23098 out, orph, 23098 tubii (CAEN
1 2290 evt/s NHIT=88.2 (4429 kB/s, disk 11 days) 1718 queued (1718 wid) 22932 out, orph, 22932 tubii (CAEN
1 2276 evt/s NHIT=87.9 (4398 kB/s, disk 11 days) 1628 queued (1629 wid) 22863 out, orph, 22863 tubii (CAEN
2327 evt/s NHIT=87.4 (4460 kB/s, disk 11 days) 1794 queued (1794 wid) 23185 out, orph, 23185 tubii (CAEN
2333 evt/s (4474 kB/s, disk 11 days) 1778 queued (1779 wid) 23338 out, orph, 23338 tubii (CAEN
2317 evt/s (4465 kB/s, disk 11 days) 1602 queued (1602 wid) 23338 out, orph, 23338 tubii (CAEN
2251 evt/s (4361 kB/s, disk 12 days) 1699 queued (1699 wid) 22416 out, orph, 22416 tubii (CAEN

AT 6
20240621 16
20240621 16:
20240621 16:
20240621 16:
20248621 16:
20240621 16:
20248621 16:09:15
20240621 16:09:25
20240621 16:09:35

99%, disp 100%) 6T=6552c3
100%, disp 100%) GT=65ad18
100%, disp 100%) GT=660634
99%, disp 100%) GT=66608f
99%, disp 100%) 6T=66bb55
99%, disp 100%) GT=671548
99%, disp 100%) GT=676d3b
99%, disp 100%) 6T=67c758
100%, disp 100%) GT=6823cc
99%, disp 100%) GT=687d2d
100%, disp 108%) GT=68d732

99%, disp 100%) G6T=693216
99%, disp 109%) GT=698a45
99%, disp 108%) GT=69e528
99%, disp 100%) GT=6a4062
99%, disp 100%) GT=6a%a%c
99%, disp 100%) GT=6afsll
99%, disp 10@%) GT=ébé4cfe
99%, disp 100%) GT=6ba7ed
99%, disp 100%) 6T=6c0304
100%, disp 10@%) GT=6c5d83
99%, disp 100%) GT=6cb570



L T N N Q & FiJun21 4:10PM

_im-on B

Status Log = AlarmLog = Errors  Log Book

Run Control Standard Runs  HV Master Detector State  Calibrations  Nhit Monitor  Settings
18:44 Passed Configuration Check: = O Standard Run control Run Type Word
5:18 Ui ecks
518-44 v RESTART RESYNC STOP Refresh Standard Runs | Run Name:  PHYSICS = e DB
18:44 Waming: Run Started - ——=-——~—=*-* = — r :
18:44 - - 900 Roboshifter

5:18:44 Opening dataFile: ~/D;

L ——

16:44 Run 360021 started(cc Roboshifter  Shifter Information ~ Expert Information JEFGINGHLGEERGEEN Roboshifter Settings

‘. 18:44 mic: coarse delay 250/ DB\:’nlue
15:18:44 mic: fine delay Ops Voltages Currents Ox0)
18:44 Set ped width to 50 ox0
5:18:44 Set Ped Mask: 0x000C ("
5:18:44 DataTaking Thread St 0x7F
18:44 Set Ped Mask: 0x000C 0x1000000
15:18:44 Set Ped Mask: 0x000C 0x1000000
R IRAR Set bed e T Voltage Thresholds Refresh Set Values Set Now 0008
18:45 Set Ped Mask: 0x000C 130
15:18:45 Set Ped Mask: 0x000C 340
5:18:45 Set Ped Mask: 0x000C ox3s
18:4 : 0X000C
1:: 4; ss:: ::g m::: 0X000C Crate/Rack Status Triggers Read Nominal Tolerance Mask Nominal Tolerance
5:18:46 Set Ped Mask: 0x000C : ~ s
5:18:45 Set Ped Mask: 0X000C on ON ON 2050 V : 2052 V * 100V 2052V + 100 SN
18:45 Set Ped Mask: 0x000C mn ON ON 2194V : 2194V * 100V ~ 2194V d 100 g D8 value
15:18:47 Set Ped Mask: 0x000C ~ ox17
51847 Set Ped Mask: 0X000C 22 ON ON 2028 V : 2043V + 100 V ~ 2043V 1 100 L o
18:47 Set Ped Mask: 0x000C 4 73 A -0.62
18:48 Set Ped - 0X000C 3/2 ON ON 2109V : 2121V * 100 v 221v + 100 vy s oY
5:18:48 ss:: ged :ask: 0x0001 43 ON ON 2054 V : 2012V + 100 Vv ~ 2012V + 100 SV : Comp. Coils OFF
5:18:48 ed Mask: 0x000% ~
1848 Set Ped Mask: Ox0004 5/4 ON ON 2108 V : 218 v + 100 V ~ 218V + 100 S 0 ;T;O“ON
hgor m?ed M:S:elg;'o;‘g 6/4 ON ON 2123V ; 2132V + 100V ~ 2132V + 100 SV o8 v C:vityel':ecirc, ON
18:49 mic: fine delay Ops 7/ ON ON 2110V : 218 v + 100 V ~ 2msv + 100 SV B oy SLAssay
18:49 Set ped width to 50 Unusual Activity
06-21 15:18:49 mtc: pulser rate setid 8/5 ON ON 2099 V : 2022 V + 100 V ~ 2022V + 100 v AL R
24-06-21 15:28:51 Saved Configuration: { 9/6 ON ON 2371V : 2368 V + 100 V ~ 2368V + 100 g vES Scint. Fill
~ 10
. noperator — Si 10/6 ON ON 2225V : 2192V + 100 v ~ 2192V + 100 g 108 z:::
21 Jun « gps scrip 17 ON ON 2325V : 2351V + 100 V ~ 2381V + 100 v B
21 Jun * consumer
21 Jun + consumer 12/8 ON ON 2188 V : 2189 V + 100 V ~ 2189V + 100 S A
21 Jun * 16 MHz o8 13/8 ON ON 2237V : 2221V + 100 v ~ 2221v + 100 g
21 Jun * resyncing o
21 Jun = loading 1 14/9 ON ON 1908 Vv g 1928 v % 100V ~ 1928 v + 100 S
21 Jun + successfu ~
1 Jois o ator gt 15/9 ON ON 1961V : 1962 V + 100 v ~ 1962V 1 100 S B
:i .;un e » mte: otéd 16A/10 ON ON 2008 V : 201V + 100 V ~ 20mv + 100 S \EN 100%, dj':p 100%) GT=6823cc
un check_rates = Po o ‘44 X
21 Jun check_rates # En 168/10 ON ON 2440V : 2445V * 100V ~ 2445V + 100 vy ::: i;:," d;is;g:;)‘)c(r}}f:;:ggz
21 Jun check_rates = Di % = - "
21 Jun 16: check_rates * 1 7m ON ON 1912V 2 1922v = 100V 1922V + 100 S
nd above 100000.00 Kz 1811 ON ON 1964 V : 1979 V + 100 V ~ 1979V + 100 g \EN 99%, disp 100%) OT=693216
21 Jun 16: check_rates sk

AEN 99%, disp 108%) GT=698a45

21 Jun 16: AEN 99%, disp 10@%) GT=69e528

check_rates = sk

21:Jun 162 check_rates #igy AEN 99%, disp 108%) GT=6ak062
21 Jun 16: check_rates sk

AEN 99%, disp 100%) GT=6a%a%c
21 26 check_rates #iSy AEN 99%, disp 100%) GT=6afs1l
21 Jun 16: check_rates = sk ‘ P %

AEN 99%, disp 10@%) GT=éb4cfe

21 Jun 16: AEN 99%, disp 10@%) GT=éba7e®

21 Jun 16:

.
=
=
-
=
=
check_rates # sk
check_rates & skui
=
*
.
*
*
.
=

20248621 16:10:17 EB.
20240621 16:10:25 EB.
20240621 16:10:35 EB.

: FIXED MTC GT: was 6e@eb®, now 6eZebd
1 2271 evt/s NHIT=88.6 (4847 kB/s, disk 1@ days) 1757 queued (1757 wid) 28083 out, @ orph, 28083 tubii (CAEN 100%, disp 100%) GT=6e744b
: 2290 evt/s NHIT=B8.6 (4435 kB/s, disk 11 days) 1739 queued (1739 wid) 22983 out, @ orph, 22983 tubii (CAEN 99%, disp 10@%) OTwéecdbd

21 Jun 16:
21 Jun 16:
21 Jun 16:

check_rates = Finished. Check Rates Successful.
mtc * mtc: gtid jumped from @xée2eaf to @xbeBeb®
mtc * mtc: gtid jumped from @xéeBeb® to @xéelebl

. < T 2486 6:09:15 . 33 s NHIT=87. ‘! d day' 8 queued 9 d) 23338 out, > ub (CAEN 99%, disp 100%) GT=6c@304
;i -'J!:: iz 2:22:_::::: ;:2:‘2213::135(:;:;::.H:: g::n:"gr all Channels: § 20240621 16:09:26 EB.1: 2317 evt/s NHIT=87.3 (4465 di_ll: 11 days) 1602 queued (1662 w:_ld) 23338 out, @ orph, tubi‘.i.. (CAEN 1060%, qisp 100%) GT=6c5d83
21 Jun 16: check _rates High Rate PMTs with N188/N20 triggers enabled: 20240621 16:09:35 EB.1: 2251 evt/s NHIT=88.9 (4361 kB/s, d}sk 12 days) 1699 queued (1699 wl'd) 22416 out, @ orph, 22416 tubl..} (CAEN 99%, d}sp 10@%) GT=6cb570
21 Jun 16: check“rnes Low Rate PNTs with N19@/N20 triggers enabled: 20240621 16:09:45 EB.1: 2310 evt/s NHIT=88.2 (4252 kB/s, dgsk 12 days) 4278 queued (4280 w;d) 20541 out, @ orph, 20541 tubH (CAEN 99%, d)gp 100%) GT=6d@faf
21 Jun 16: chack-rates None! 20240621 16:09:55 EB.1: 2295 evt/s NHIT=87.5 (4630 kB/s, d:_sk 11 days) 1695 queued (1695 mAd) 25510 out, @ orph, 25518 tub?} (CAEN 100%, qup 100%) GT=6d6954
21 Jun 16: check ratus Pushing the data to the detector database 20240621 16:10:05 EB.1: 2298 evt/s NHIT=87.4 (4412 kB/s, disk 11 days) 1771 queued (1771 wid) 22905 out, @ orph, 22985 tubii (CAEN 99%, disp 10@%) GT=6dc315
2 o i ot : 20240621 16:10:15 EB.1: 2265 evt/s NHIT=87.9 (3925 kB/s, disk 13 days) 7116 queued (7117 wid) 17308 out, @ orph, 17388 tubii (CAEN 99%, disp 100%) GT=6elb%4
21 Jun 16: check_rates = No SWEBs identified. °
1
1

30



B %™ X Q 8 Fin21 4:1op§-

t

31

Status Log Alarm Log = Errors  Log Book
Run Control _Standard Runs  HV Master Detector State  Calibrations  Nhit Monitor  Settings
Save
Standard R trol Run Type Word
24 1 15:18:44 Passed Configuration Checks RESTART RESYNC sTOP e un con v P Ao
24 21 15:18:44 < Refresh Standard Runs Run Name: PHYSICS - Current DB
24-06-21 15:18:44 Waming: Run Started p*- === == o = > 3
24-06-2 18:44 [ BON ) Roboshifter
2 5:18:44 Opening dataFile: ~D:
= A e Roboshifter  Shifter Information JESGELANGIEIGTEN Monitoring Settings  Roboshifter Settings
2 18:44 Run 360021 started(c¢
2 5:16:44 mic: coarse delay 250/ DB value
2 18:44 mtc: fine delay Ops o
18:44 Set ped width to 50 ox0
18:44 Set Ped Mask: 0x000C e
5:18:44 DataTaking Thread St ox7F
18:44 Set Ped Mask: 0x000C
15-18:44 Set Ped Mask: 0X000C From whiteboard Trainee Expert S oocis
5:18:45 Set Ped Mask: 0x000C ; 4998
::'33 ss:: :x Mask: 0x000C Parmesh Ravi 2] Set Trainee Expert | Parmesh Ravi Test Phone Call Test Slack i)
15:18:45 Mask: 0x000C
5:18:45 Set Ped Mask: 0x000C ox3g
18:45 Set Ped Mask: 0x000C
18:46 Set Ped Mask: 0x000C
16:46 Set Ped Mask: 0x000C . .
5:18:46 Set Ped Mask: 0x000C From whiteboard Primery Expert
18:46 Set Ped Mask: 0x000C DB value
15:18:47 Set Ped Mask: 0x000C Ben Tam [T] Set Primary Expert Ben Tam Test Phone Call Test Slack ox1?
5:18:47 Set Ped Mask: 0x000C -0.66
18:47 Set Ped Mask: 0x000C -0.62
1{3.4':_3 Set Ped Mask: 0x000C 08 DCR Activity
: :: j:ggz mgw F q Expert ﬁ Comp. Coils OFF
15:18:48 . rom whiteboard e 4 i
5-21 15:16:48 Set Ped Mask: 0x0004 s b BNy OFS
21 15:16:49 Set Ped Mask: Ox01ff} g Brpsens Ol
06-21 15:18:49 mic: coarse delay 340 Samuel Naugle (2] Set Secondary Expert Samuel Naugle Test Phone Call Test Slack 08 v Cavity Recirc. ON
24-06-21 15:18:49 mtc: fine delay Ops g:::ggmm SLAssay
1 15:18:49 Set ped width to 50 o Unusual Activity
1 15:18:49 mitc: pulser rate set to YES AV Recirc. ON
24-06-21 15:28:51 Saved Configuration: / . YES Scint. Fill
From whiteboard Supernova Expert 10 s
. snoperator — sng 104 snm
pare
21 Jun 16:00:01 gps *+ gps scrip Osmany Gonzalez & Set Supernova Expert Osmany Gonzalez Test Phone Call Test Slack 2
ox10
21 Jun 16:00:04 data = consumer 0
21 Jun 16:01:00 data = consumer 0x280
21 Jun 16:01:00 gps = 18 MHz cl
21 Jun 16:01:00 gps * resyncing
21 Jun 16:91:04 gps = loading 1
21 Jun 16:01:04 gps * successfu
e B0 1006, giso 1000) oTedszsc
21 Jun 16:02:49 check_rates = Po ::: z::;‘ d;:: ":mf;?f:;:ggz
21 Jun 16:02:49 check_rates # En g P -
21 Jun 16:02:50 check_rates * Di
:: :;:;6;::;2: ;ge::_rates = Id AEN 99%, disp 10@%) GT=693216
21 Jun 16:02:52 check_rates #* sk :i: ZZ:' :}SP i:g:“; g;::ga;;:
21 Jun 16:02:52 check_rates = sk AEN 00%. d;su 108%) GT:b :%2
21 Jun 16:02:62 check_rates = sk AEN 999" di:p 100%) GT;6:939c
21 Jun 16:02:52 check_rates # sk AEN 99,“ di P 100%) GT=6aféll
21 Jun 16:092:52 check_rates = sk AEN 99%' di“ 100%) GT—bZL ¢
21 Jun 16:02:62 check_rates = sk AEN 0% di:p 100%) GT:bba;a;
21 Jun 16:02:52 check_rates + sk AEN 99%' di P 100%) OT:b 8304
21 Jun 16:02:52 check_rates * ski v »* T ST 1609 17 @ s NHIT=! 46 s s queued 3 23338 o (CAEN 109;5 ;;59 100%) GT—:csdsz
s@fe 6 6 29 3 -3 00> kb/s, © d 0 . 5330 6 b " -
i as chack Tetes g ?335‘223::535(?333:5'.&: g::n?::' e e —" 20240621 16:09:35 2251 evt/s NHIT=88.9 (4361 kB/s, disk queued (1699 wid) 22416 @ tubii (CAEN 99%, disp 10@%) GT=6cb570
21 Jun 16:82:56 check-rates « High Rate PMTs with N10@/N2@ triggers enabled: S 20240621 16:09:45 EB.1: 2310 evt/s NHIT=88.2 (4252 kB/s, disk 12 4278 queued (4288 wid) 20541 out, @ tubii (CAEN 99%, disp 100%) GT=éd@faf
21 Jun 16:02:56 check-ra(es & Lo: Rate PNTs with N18@/N20 tri uzrs enabled-. 20240621 16:09:55 EB.1: 2295 evt/s NHIT=87.5 (4630 kB/s, disk 11 days) 1695 queued (1695 wid) 25510 out, @ orph, 25510 tubii (CAEN 100%, disp 108%) GT=6d6954
21 Jun 16:02:56 check-rates + None! 90 < 20240621 16:10:05 EB.1: 2298 evt/s NHIT=87.4 (4412 kB/s, disk 11 days) 1771 queued (1771 wid) 22985 out, @ orph, 22985 tubii (CAEN 99%, disp 100%) GT=6dc315
21 Jun 16:82:56 check-xates b Pushin the data to the detector database 20240621 16:10:15 EB.1: 2265 evt/s NHIT=87.9 (3925 kB/s, disk 13 days) 7116 queued (7117 wid) 173@8 out, @ orph, 17388 tubii (CAEN 99%, disp 100%) GT=6elb%4
21 Jun 16:02:57 EheEk Tates. & Mo SHEgs identified : 20240621 16:10:17 EB.®: FIXED MTC GT: was 6e@eb®, now 6e2ebf
21 Jun 16:02:57 check-rates + Finished. Check Rat;s Successful 20240621 16:10:25 EB.1: 2271 evt/s NHIT=88.6 (4847 kB/s, disk 10 days) 1757 queued (1757 wid) 28083 out, @ orph, 28083 tubii (CAEN 100%, disp 100%) GT=6e744b
21 Jun 16:10:17 atate mte: gtid §um N" from Oxée2eaf to Oxéaﬁ;be 20240621 16:10:36 EB.1: 2290 evt/s NHIT=88.6 (4435 kB/s, disk 11 days) 1739 queued (1739 wid) 229@3 out, @ orph, 22983 tubii (CAEN 99%, disp 100%) GT=éecdbd
21 Jun 16:18:17 ate s mtc: :tid guns«! from @x6eBebd to Bx6elebl 20240621 16:10:45 EB.1: 2282 evt/s NHIT=87.9 (4411 kB/s, disk 11 days) 1674 queued (1674 wid) 22989 out, @ orph, 22989 tubii (CAEN 100%, disp 108%) GT=6f26e7
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Staged deployment

 January - March 2024 « Stability is very good
» Roboshifter put in control over weekends « Was able to keep SNO+ running during network
outages!

« 38% of shifts

,  Shifters benefit greatly from Roboshifter,
« Successful! Iron out minor bugs

 More time to do other thi
« March 2024 onward € 10 do other things

« Roboshifterd lots of the book keeping task
« Roboshifter put in control weekends and QLOSIULIMEL OIS LOLS G DO LSS S e,

, for the shifter during a regular shift.
overnight.

. 58% of shifts * User feedback has been positive.
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Staged deployment

 January - March 2024 « Stability is very good
» Roboshifter put in control over weekends « Was able to keep SNO+ running during network
outages!

« 38% of shifts

,  Shifters benefit greatly from Roboshifter,
« Successful! Iron out minor bugs

 More time to do other thi
« March 2024 onward € 10 do other things

« Roboshifterd lots of the book keeping task
« Roboshifter put in control weekends and QLOSIULIMEL OIS LOLS G DO LSS S e,

, for the shifter during a regular shift.
overnight.

. 58% of shifts * User feedback has been positive.
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Staged deployment

 January - March 2024 « Stability is very good
» Roboshifter put in control over weekends « Was able to keep SNO+ running during network
outages!

« 38% of shifts

,  Shifters benefit greatly from Roboshifter,
« Successful! Iron out minor bugs

 More time to do other thi
« March 2024 onward € 10 do other things

« Roboshifterd lots of the book keeping task
« Roboshifter put in control weekends and QLOSIULIMEL OIS LOLS G DO LSS S e,

, for the shifter during a regular shift.
overnight.

. 58% of shifts * User feedback has been positive.
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Compare Stats for 6 months

////




24

7777,
%

— Regular

X Robo
-

22

20

==

.

16

\\%6
\W4

7

____________________________ § o

7

@ o © Q b 0
o o o o o o 0

Compare Stats for 6 months

o
0

& Queens

38



Remarks

» Alarms are produced by the Detector... NOT the shifter
« HOWEVER - if a shifter responds slowly, we can generate multiple alarms for a single issue.

 This could be the origin of the drop in alarm rates during evenings and weekends as automatic actions can

fix issues before they cascade.
» This would naturally impact weekend and night stats more.

» Reminder - The goal of Automation was never to reduce alarms! So Use caution/common sense. There are

o T T ey AT Sk

scenarios though where we could get better uptime with its use.

There was a FEC FIFO alarm, but | already fixed it with a
resync... you are welcome by the way... | still wanted to call you
at 3am to tell you about it though, I'm fine to, not that anyone

asks me. | sometimes skip my heartbeat to get attention

Marvin, SNO+’s pal Oy
39 who’s fun to be with w" A



Minimum specifications for automation - Revisited

Required: Stretch goals

| el oo o bas " Prod i ke g chif "

+ Multiple ines of communicationwith-Experts
+ Slackintegrationviaa-bot
« Current and HV tracking! A shifter can do this,
4. Communicate-with-Expertswhen things gowrong but its extremely unlikely a shifter spots changes

and alerts experts consistently

« Shown to work despite TERRIBLE outside world

network connectivity

4 B Queen's

UNIVERSITY



EEEE——————S——————— EEHE—————S————————
Summary

« Thanks to the work of the Expert group, as well as talented students and postdocs we have successfully

produced an automated shifting tool for SNO+
« The tool can produce shift reports exactly as a human is expected to do.
« The tool can perform basic detector tasks which can aid in clearing of alarms and keeping data flowing.

« The tool acts as an aid to the human shifters, improving the consistency of shift reports and allowing

accelerated responses to alarms.

Here | am, brain the size of a planet and they ask me to
open a new shift report...

Marvin, SNO+’s pal !J‘ 3
H who’s fun to be withz*
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